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ABSTRACT – This study aims to explore the factors influencing the preferences of non-Muslim customers towards Islamic banks in Muslim minority areas in Indonesia. A quantitative approach was employed, with a sample of 232 non-Muslim customers participating as respondents. Data was collected using questionnaires administered directly to the participants and analyzed using exploratory factor analysis (EFA). The findings revealed four main preference factors: 1) access factors, encompassing variables related to facilities and location; 2) product quality factors, comprising variables pertaining to product, promotion, and reputation; 3) psychological factors, including variables of satisfaction, perception, and knowledge; and 4) socio-cultural factors, consisting of variables related to social status and religious status. These findings offer preliminary insights into the preferences of non-Muslim customers towards Islamic banks within Muslim minority areas in Indonesia. Further studies are warranted, particularly in non-Islamic countries aiming to establish Islamic banks. Moreover, future research can explore the formed variables using other analytical methods such as linear regression, discriminant analysis, or alternative analyses to deepen the understanding of Islamic banking development in Muslim minority regions. The outcomes of this study contribute valuable insights for Islamic banks to consider when developing banking services for non-Muslim customers, thereby promoting the growth of Islamic banking in Muslim minority areas. This research also adds to the existing literature on non-Muslim customer preferences in Islamic banks within Muslim minority areas.
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INTRODUCTION

Islamic banking was established as an alternative for individuals seeking banking services that adhere to Sharia principles. The establishment of Islamic banking is based on a philosophy that prohibits the practice of usury in financial and non-financial transactions. Consequently, Islamic banking operates on the basis of partnerships and cooperation (mudharabah and musharakah) with a profit-sharing principle (Mokoagow & Fuady, 2015; Ibrahim & Fitria, 2012).

The number of customers in Indonesian Islamic banks is currently growing rapidly. Both Muslim and non-Muslim communities comprise a significant portion of the customer base (Saptasari & Aji, 2020; Widiyaningsih & Mustamim, 2021). Non-Muslim academics are also becoming increasingly aware of the superior products and services offered by Islamic banks (Musse, 2015). This illustrates that individuals from all walks of life can benefit from Islamic banks. The Vice President of the Republic of Indonesia emphasized that Indonesian Islamic banks, as one of the tools of Islamic economics and finance, should be a rational choice for the community, avoiding exclusivity and instead promoting universality in accordance with the principles of Islamic teachings (Aldila, 2021).

Amidst government and banking sector efforts to attract non-Muslim customers, an interesting phenomenon has been observed in Indonesian Islamic banks operating in the Muslim minority region of West Papua. Field data indicates that there are 550 non-Muslim customers in West Papua, accounting for 34.5% of the total 1,593 customers (Habibah, 2022). This is quite intriguing, considering the Muslim minority population in the West Papua region (Ismail Suardi Wekke, 2017). Furthermore, the enthusiasm of non-Muslim customers to utilize Islamic banking services is remarkably high, with non-Muslims constituting 90% of the customer base in Islamic banks operating in the Muslim minority region of Bali (Nababan, 2022). These phenomena present a challenge for Islamic banking to expand its reach and enhance customer service to play a more significant role in the Muslim minority communities. However, there is a growing perception in society that Islamic banks are similar to conventional banks, indicating a lack of awareness about Islamic banking (Fathurrahman & Azizah, 2018; Dimitha, Ibrahim, & Ahmadsyah, 2021). This condition results in a low level of public preference for Islamic banks.
To address these conditions, it is essential to understand the factors that influence the growth and development of Islamic banks in the Muslim minority region of West Papua. How can the increase in non-Muslim customers be maximized? The answer lies in understanding the preferences of non-Muslim customers. Exploring and mapping their preferences for Indonesian Islamic banks will provide valuable insights into the factors that attract them to Islamic banking. This, in turn, will facilitate efforts to improve services and tailor them to their specific needs and desires.

Studies on the preferences of non-Muslim customers in Indonesian Islamic banks within Muslim minority areas have been limited in scope. Existing studies predominantly concentrate on the priorities of Muslim customers in Islamic banks (Fathurrahman & Azizah, 2018; Larasati, 2017), neglecting the perspectives of non-Muslims. Naturally, the preferences of these two groups will differ. Muslim customers typically choose Islamic banks due to their faith and religious beliefs (Ma’arif, 2016; Rohmadi, Nurbaiti, & Junaidi, 2016). Conversely, non-Muslims often possess a favorable perception of Islamic banking (Mbawuni & Nimako, 2018; Muarif, Ibrahim, & Amri, 2021), which influences their decision to opt for Islamic banking services. Consequently, Islamic banking institutions must enhance these factors to promote Islamic banking within the Muslim minority (Saiti, Ardo, & Yumusak, 2022).

Additionally, the quality of service provided serves as a determinant of customer loyalty (Thaker, Sakaran, Nanairan, Thaker, & Hussain, 2020; Uddin, Shammo, Mahbub, & Ahmed, 2016). Furthermore, knowledge of reputable Islamic banks can motivate customers to utilize Islamic banking services (Rassool, 2018; Mohamad & Che Majid, 2016). Therefore, ongoing efforts to promote Sharia literacy are necessary to attract non-Muslim customers (Suci & Hardi, 2019). Although there are practical differences in the attitudes of Muslims and non-Muslims toward Islamic banking (Soud & Sayîlîr, 2017; Aulia, Ibrahim, & Tarigan, 2020), both groups share a positive perception of Islamic banking institutions (Faisal, Akhtar, & Rehman, 2014; Nadia, Ibrahim, & Jalilah (2019) which ultimately influences their intention to use Islamic banks in Indonesia (Saptasari & Aji, 2020). Consequently, Islamic banks must consider these factors when designing their marketing strategies.

Given the diverse preferences of non-Muslim customers regarding Islamic banks, there is a need for a standardized mapping effort. This would enable Islamic banking to serve as a role model in developing non-Muslim customers'
interest in Islamic banking services, particularly in Muslim minority areas. Therefore, this study aims to explore the factors that influence the preferences of non-Muslim customers in Indonesian Islamic banks. By identifying the key preference factors, this research study will focus on targeted development of Islamic banking services for non-Muslim customers. Failure to do so would render the efforts to develop Islamic banking in Muslim minority areas or non-Muslim communities futile. Thus, this study holds significant importance and should be conducted to facilitate the growth and development of Islamic banks, aligning them with the principles of being "rahmatan lil 'Alamin".

LITERATURE REVIEW

Previous studies have indicated that the choice of Islamic bank customers is influenced by their individual preferences for the provided services (Howard & Sheth, 1969; Tunggal, 2005; Elkamiliati & Ibrahim, 2014). The stronger the preference for a particular product or service, the more confident customers are in selecting the offered services (Simamora, 2013; Keller & Keller, 2013). Consumer preferences may vary, but according to Simamora (2013) at least five stages contribute to the formation of these preferences: consumers perceive products as a combination of attributes, with different buyers having distinct opinions regarding the attributes that best meet their expectations; 2) the level of benefit derived from these attributes differs among customers due to their diverse needs; 3) consumer confidence in each attribute of a product plays a role; 4) consumers exhibit varying levels of satisfaction with a product; and 5) different levels of satisfaction influence consumers’ attitudes towards brands through evaluation.

Understanding consumer preferences is a complex task due to the numerous influencing characteristics that tend to interact with one another (Kotler, 2003; Keller & Keller, 2013). Howard argues that customer preferences reflect the decision-making process in purchasing. In simpler terms, customer preferences are influenced by five characteristics of assessment, which lead each customer to make choices regarding product purchases (Tunggal, 2005; Sutarso, 2010). These five characteristics include: 1) Culture, encompassing attributes such as physical form, models, values, attitudes, principles, religion, and norms; 2) Personal factors, including age, occupation, and lifestyle; 3) Economic factors, such as income, savings, and type of work; 4) Psychological aspects, such as motivation, perception, knowledge, and satisfaction; and 5) Social factors,
encompassing aspects of status and social class (Pels & Sheth, 2017; Howard & Sheth, 1969; Tunggal, 2005)

This differs from previous research, which states that non-Muslim customers’ preferences for Islamic banks are motivated by various complex attributes. Generally, non-Muslim customers exhibit a preference for Islamic banking (Mbawuni & Nimako, 2018). This preference arises from a good understanding of Islamic bank governance (Rassool, 2018; Mohamad & Che Majid, 2016). They believe that banks managed with religious values provide quality services and are free from harmful elements. Customers perceive that all religions promote goodness, making financial transactions at Islamic banks appear safer (Ma’arif, 2016; Rohmadi et al., 2016). Additionally, Islamic banks do not rely on interest (usury), speculation (maysir), or uncertainty (gharar) in their operations, which increases customer confidence in using Islamic banking services (Zainuddin, 2008).

In general, various scholars have defined Islamic banking from their respective perspectives. Islamic banks are financial institutions primarily engaged in providing credit and other services in payment traffic and money circulation, operating according to Sharia principles (Alma & Priansa, 2014). They operate without relying on interest and primarily provide financing and other services in payment traffic and money circulation, following Islamic Sharia principles (Antonio, 2001).

Previous studies have examined the diverse reasons behind non-Muslim customers opting for Islamic banks. Furthermore, the West Papua region, also known as a Muslim minority area (Ismail Suardi Wekke, 2017), has a competitive market share in Sharia banking. Islamic banks were initially established to serve all segments of society, including individuals of different religions (Aldila, 2021). Moreover, embracing literacy in Islamic religious practices, which promote compassion for all humanity (Suci & Hardi, 2019), adds to the appeal. Hence, this study will focus on the variables strongly believed to influence the preferences of non-Muslim customers in Indonesian Islamic banks. These variables are based on the theory of customer preference adapted from (Howard & Sheth, 1969; Tunggal, 2005; Sutarso, 2010) as well as previous studies. The variables in question encompass Social Status, Religion, Products, Facilities, Satisfaction, Perception, Promotion, Location, Reputation, and Knowledge. This study aims to explore these ten variables as
preference factors for non-Muslim customers in Indonesian Islamic banks, specifically within the Muslim minority area of West Papua.

**METHODOLOGY**

**Population and Sample**

The population for this study consisted of non-Muslim customers at Indonesian Islamic banks in the West Papua region, totaling 550 individuals. The sample size was determined using the Slovin formula with a significance level of 5% (0.05). Once the sample size was determined, a simple random sampling technique was employed to select the respondents. The calculation for the sample size is as follows:

\[ N = \frac{N}{1 + Ne^2} \]

\[ = \frac{550}{1 + (550 \times 0.005^2)} = \frac{550}{1 + (550 \times 0.0025)} = \frac{550}{1 + (1.375)} = \frac{550}{2.375} \]

\[ N = 231,578 \sim 232 \text{ sample people (rounding)} \]

**Data Type**

The data type used in this study is primary data, which refers to data obtained directly from the research subjects through the administration of questionnaires.

**Data Collection Techniques**

The data collection technique involved the use of a questionnaire, which is a method of collecting data by presenting a set of closed-ended questions to respondents. The questionnaire aimed to gather data on the research variables. The Likert scale with four alternative answers was used in the questionnaire, as shown in Table 1.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Symbol</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly Agree</td>
<td>SA</td>
<td>4</td>
</tr>
<tr>
<td>Agree</td>
<td>A</td>
<td>3</td>
</tr>
<tr>
<td>Disagree</td>
<td>DA</td>
<td>2</td>
</tr>
<tr>
<td>Strongly Disagree</td>
<td>SDA</td>
<td>1</td>
</tr>
</tbody>
</table>
Instrument Validity and Reliability Test

The validity test assesses the extent to which a questionnaire can accurately measure what it intends to measure. This test involves comparing the calculated r-value with the r-table. The calculated r-value is obtained from the Corrected Item Total Correlation value and is compared with the r-table using DF=n-2, with a significance level of 95% (α=0.05). An instrument is considered valid if the r-value > r-table or if the significance value < 0.05 (Arikunto, 2010). Mathematically, the correlation coefficient (r-value) is calculated using the following formula:

\[
rxy = \frac{n\Sigma xy - (\Sigma x^2)(\Sigma y^2)}{\sqrt{[n\Sigma (x)^2 - (\Sigma x)^2][n\Sigma (y)^2 - (\Sigma y)^2]}}
\]  

(2)

Where:
- \( rxy \) : correlation coefficient (r-value)
- \( \Sigma x \) : respondent's answer score/question item score
- \( \Sigma y \) : total score of respondents' answers
- \( \Sigma x \) : product of item score with a total score
- \( n \) : number of respondents

After conducting the validity test, the next step is to perform a reliability test. The reliability test assesses the consistency and stability of respondents' answers over time. It also determines the degree to which an instrument is reliable as a data collection tool. A reliable questionnaire produces consistent answers. In this study, the reliability test was conducted using the Cronbach's Alpha statistical test (\( \alpha \)), assisted by the SPSS program. If the value of \( \alpha > 0.60 \), the instrument is considered reliable (Ghozali, 2018). The formula for calculating Cronbach's Alpha is as follows:

\[
\alpha = \frac{k \cdot r}{1 + (k-1) \cdot r}
\]  

(3)

Where:
- \( \alpha \) : reliability coefficient
- \( r \) : correlation between items
- \( k \) : number of items

There are 4 (four) categories of reliability based on the test results as shown in Table 2.
Table 2. Data Reliability Category

<table>
<thead>
<tr>
<th>Cronbach Alpha Value</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.80-1.00</td>
<td>very high reliability</td>
</tr>
<tr>
<td>0.60-0.80</td>
<td>high reliability</td>
</tr>
<tr>
<td>0.40-0.60</td>
<td>moderate reliability</td>
</tr>
<tr>
<td>0.20-0.40</td>
<td>low reliability</td>
</tr>
</tbody>
</table>

Data Analysis

Exploratory Factor Analysis (EFA) was utilized to analyze the research data using SPSS 25 for Windows. The analysis consisted of four steps: 1) initial solution, 2) extraction, 3) rotation, and 4) factor naming (Supranto, 2004; Emin Öcal, Oral, Erdis, & Vural, 2007).

Figure 1. Stages of Factor Analysis

The stages are described in detail as follows:

Step I: Initial Solution

The initial solution tests the feasibility of the analysis by assessing whether the assumptions for factor analysis are met. Two criteria determine if the data can undergo factor analysis: the Kaiser-Meyer-Olkin (KMO) coefficient and Bartlett's Sphericity test. The KMO test evaluates the adequacy of the sample being analyzed, comparing the observed correlation coefficients with the partial correlation coefficients. The KMO formula is as follows (Norušis, 2012):

\[
KMO = \frac{\sum \sum_{i \neq j} r_{ij}^2}{\sum \sum_{i \neq j} r_{ij}^2 + \sum \sum_{i \neq j} \alpha_{ij}^2}
\]

(4)

Where:
- \( i \): 1,2,3,…, p and \( j = 1,2,3,…, p \)
- \( r_{ij} \): observed correlation coefficient between variables i and j
- \( \alpha_{ij} \): partial correlation coefficient between variables i and j

According to Sharma (1996), the KMO values can be interpreted as follows:
Table 3. Kaiser-Mayer-Olkin Criteria

<table>
<thead>
<tr>
<th>KMO Size</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥ 0.90</td>
<td>Very Good</td>
</tr>
<tr>
<td>≥ 0.80</td>
<td>Good</td>
</tr>
<tr>
<td>≥ 0.70</td>
<td>Medium</td>
</tr>
<tr>
<td>≥ 0.60</td>
<td>Enough</td>
</tr>
<tr>
<td>≥ 0.50</td>
<td>Less</td>
</tr>
<tr>
<td>&lt; 0.50</td>
<td>Rejected</td>
</tr>
</tbody>
</table>

If the KMO value is less than 0.50, factor analysis is unsuitable for these variables.

Additionally, the Bartlett test is conducted to determine if there is a relationship between variables. If the variables $X_1, X_2, \ldots, X_p$ are independent, the correlation matrix between variables is the same as the identity matrix. Bartlett's test has high accuracy (significance) when $p < 0.0000$, indicating that the correlation matrix is suitable for factor analysis. The hypothesis tested by Bartlett's test is as follows (Ibrahim, 2023):

$$H_0: \text{Correlation matrix} = \text{identity matrix}$$
$$H_1: \text{Correlation matrix} \neq \text{identity matrix}$$

Rejection of $H_0$ is determined through two criteria:

1. Bartlett test value $>$ chi-square table value
2. Significance value $<$ 5% significance level (0.05)

Bartlett's test is formulated by Norušis (2012) as follows:

$$\text{Bartletts Test} = -\ln |R| \left[ n - 1 - \frac{2p+5}{6} \right]$$

Where:
- $|R|$ : determinant value
- $N$ : the amount of data
- $P$ : number of items/variables

If $H_0$ is rejected, the multivariate analysis is feasible, especially factor analysis.

Step II: Extracting the Factors

The extraction process aims to reduce the number of factors (eigenvalues) from the set of variables and determine the contribution of each factor.
to the overall variance explained. In this study, the Principal Component Analysis (PCA) method is employed for factor extraction.

Step III: Rotating the Factors

Rotation involves adjusting the axis around the variable points' coordinates. The extraction process determines the number of factors that summarize the variables but does not determine how the variables are distributed across these factors. Rotation performs a process that the extraction procedure does not accomplish, which is aligning the variables more closely with the factors that represent them.

Step IV: Naming the Factors

The final step involves assigning names or labels to the factors obtained from the extraction and rotation processes. Names are given based on the similarities among the characteristics of the variables/items that load onto each factor.

RESULT AND DISCUSSION

Validity and Reliability Test Results

The results of the research instrument reliability analysis are shown in Table 4.

<table>
<thead>
<tr>
<th>Q</th>
<th>r-value</th>
<th>Significance</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>0.302</td>
<td>0.000</td>
<td>Valid</td>
</tr>
<tr>
<td>Q2</td>
<td>0.545</td>
<td>0.000</td>
<td>Valid</td>
</tr>
<tr>
<td>Q3</td>
<td>0.613</td>
<td>0.000</td>
<td>Valid</td>
</tr>
<tr>
<td>Q4</td>
<td>0.714</td>
<td>0.000</td>
<td>Valid</td>
</tr>
<tr>
<td>Q5</td>
<td>0.293</td>
<td>0.000</td>
<td>Valid</td>
</tr>
<tr>
<td>Q6</td>
<td>0.374</td>
<td>0.000</td>
<td>Valid</td>
</tr>
<tr>
<td>Q7</td>
<td>0.663</td>
<td>0.000</td>
<td>Valid</td>
</tr>
<tr>
<td>Q8</td>
<td>0.729</td>
<td>0.000</td>
<td>Valid</td>
</tr>
<tr>
<td>Q9</td>
<td>0.273</td>
<td>0.000</td>
<td>Valid</td>
</tr>
<tr>
<td>Q10</td>
<td>0.353</td>
<td>0.000</td>
<td>Valid</td>
</tr>
</tbody>
</table>

The significance values for Q1 to Q10, as presented in the table above, are all <0.05. Therefore, it can be concluded that all statement items used in data
collection are considered valid. Additionally, the results of the reliability analysis for the research instrument are displayed in Table 5.

Table 5. Reliability Test Results

<table>
<thead>
<tr>
<th>Cronbach's Alpha</th>
<th>N of Item</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.649</td>
<td>10</td>
<td>Reliable</td>
</tr>
</tbody>
</table>

The Cronbach's Alpha value presented in the table above is 0.649. Therefore, it can be concluded that the data used falls into the moderate category and is considered reliable.

**Factor Analysis Results**

Factor analysis in this study is employed to identify the underlying factors that shape the preferences of non-Muslim customers at Indonesian Islamic banks, thereby generating new components or factors. The analysis was conducted in four stages using the Statistical Package for the Social Sciences (SPSS) version 25 for Windows. The results of the analysis for each stage, namely the initial solution, extraction, rotation, and factor naming, are described below.

**Step I: Initial Solution**

The initial solution was conducted to assess the suitability of the analysis and determine if the assumptions for factor analysis were met. The test results for the Kaiser-Meyer-Olkin (KMO) measure and Bartlett's test are presented below.

Table 6. KMO and Bartlett's Test

<table>
<thead>
<tr>
<th></th>
<th>KMO and Bartlett's Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kaiser-Meyer-Olkin Measure of Sampling Adequacy.</td>
<td>.575</td>
</tr>
<tr>
<td>Bartlett's Test of Sphericity</td>
<td>Approx. Chi-Square 1359.312</td>
</tr>
<tr>
<td></td>
<td>df 45</td>
</tr>
<tr>
<td></td>
<td>Sig. .000</td>
</tr>
</tbody>
</table>

The table above presents the results of the KMO Measure of Sampling Adequacy (MSA) and Bartlett's test. The KMO Measure of Sampling Adequacy value is 0.575, which is greater than the recommended threshold of 0.5. This indicates that the sample is adequate for further analysis. Additionally, the chi-square value for Bartlett's test is 1359.312 with a significance of 0.000,
which is less than 0.5. This indicates a significant correlation between variables and suggests that further processing is feasible.

Furthermore, the Anti-image matrices table below can be referred to in order to determine which variables can be included in further analysis and which ones should be excluded.

### Tabel 7. Anti-image Matrices

<table>
<thead>
<tr>
<th>Anti-image Matrices</th>
<th>Social Status</th>
<th>Religious</th>
<th>Product</th>
<th>Facility</th>
<th>Satisfaction</th>
<th>Perception</th>
<th>Promotion</th>
<th>Location</th>
<th>Reputaion</th>
<th>Knowledge</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social status</td>
<td>0.891</td>
<td>-0.165</td>
<td>-0.064</td>
<td>0.000</td>
<td>0.028</td>
<td>0.092</td>
<td>0.047</td>
<td>-0.086</td>
<td>-0.072</td>
<td>-0.014</td>
</tr>
<tr>
<td>Religious</td>
<td>-0.165</td>
<td>0.774</td>
<td>0.089</td>
<td>-0.12</td>
<td>-0.029</td>
<td>-0.036</td>
<td>-0.110</td>
<td>-0.011</td>
<td>-0.040</td>
<td>-0.011</td>
</tr>
<tr>
<td>Product</td>
<td>-0.064</td>
<td>0.089</td>
<td>0.158</td>
<td>-0.020</td>
<td>-0.005</td>
<td>0.045</td>
<td>-0.138</td>
<td>0.013</td>
<td>-0.008</td>
<td>-0.009</td>
</tr>
<tr>
<td>Facility</td>
<td>0.000</td>
<td>-0.012</td>
<td>-0.020</td>
<td>0.115</td>
<td>0.021</td>
<td>-0.009</td>
<td>0.020</td>
<td>-0.105</td>
<td>-0.005</td>
<td>-0.021</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>0.028</td>
<td>-0.029</td>
<td>-0.005</td>
<td>0.021</td>
<td>0.228</td>
<td>-0.035</td>
<td>0.012</td>
<td>-0.014</td>
<td>0.015</td>
<td>-0.009</td>
</tr>
<tr>
<td>Perception</td>
<td>0.092</td>
<td>-0.036</td>
<td>0.045</td>
<td>-0.009</td>
<td>-0.035</td>
<td>0.099</td>
<td>-0.049</td>
<td>-0.007</td>
<td>-0.017</td>
<td>-0.009</td>
</tr>
<tr>
<td>Promotion</td>
<td>0.047</td>
<td>-0.110</td>
<td>-0.138</td>
<td>0.020</td>
<td>0.012</td>
<td>-0.049</td>
<td>0.151</td>
<td>-0.021</td>
<td>-0.006</td>
<td>-0.010</td>
</tr>
<tr>
<td>Location</td>
<td>-0.008</td>
<td>-0.011</td>
<td>0.013</td>
<td>-0.105</td>
<td>-0.014</td>
<td>-0.007</td>
<td>0.021</td>
<td>0.113</td>
<td>-0.006</td>
<td>0.013</td>
</tr>
<tr>
<td>Reputaion</td>
<td>0.072</td>
<td>0.040</td>
<td>-0.008</td>
<td>0.005</td>
<td>0.015</td>
<td>-0.017</td>
<td>-0.006</td>
<td>0.067</td>
<td>0.969</td>
<td>0.003</td>
</tr>
<tr>
<td>Knowledge</td>
<td>-0.014</td>
<td>0.011</td>
<td>0.009</td>
<td>-0.021</td>
<td>-0.200</td>
<td>-0.009</td>
<td>-0.010</td>
<td>0.013</td>
<td>-0.003</td>
<td>0.233</td>
</tr>
</tbody>
</table>

*Note: Measures of Sampling Adequacy (MSA)*

In the Anti-image Matrices table provided above, the MSA values of each variable are indicated by the numbers marked with (a) and in bold. The MSA values for the variables are as follows: social status (0.610), religious (0.626), product (0.575), facilities (0.589), satisfaction (0.522), perception (0.750), promotion (0.572), location (0.605), reputation (0.848), and knowledge (0.516). Since all of these MSA values are greater than 0.5, it can be concluded that all variables can be further processed.

Step II: Extracting the factors The extraction step aims to identify a reduced number of factors (eigenvalues factor) from the set of variables and determine the contribution of these factors to all variables (total variance explained).
Principal Component Analysis (PCA) was employed for the extraction analysis, and the results are presented below:

Table 8. Communalities Test

<table>
<thead>
<tr>
<th>Communalities</th>
<th>Initial</th>
<th>Extraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social status</td>
<td>1.000</td>
<td>.572</td>
</tr>
<tr>
<td>Religious</td>
<td>1.000</td>
<td>.399</td>
</tr>
<tr>
<td>Product</td>
<td>1.000</td>
<td>.927</td>
</tr>
<tr>
<td>Facility</td>
<td>1.000</td>
<td>.928</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>1.000</td>
<td>.902</td>
</tr>
<tr>
<td>Perception</td>
<td>1.000</td>
<td>.312</td>
</tr>
<tr>
<td>Promotion</td>
<td>1.000</td>
<td>.945</td>
</tr>
<tr>
<td>Location</td>
<td>1.000</td>
<td>.933</td>
</tr>
<tr>
<td>Reputation</td>
<td>1.000</td>
<td>.447</td>
</tr>
<tr>
<td>Knowledge</td>
<td>1.000</td>
<td>.885</td>
</tr>
</tbody>
</table>

Extraction Method: Principal Component Analysis.

In the communalities table, the social status variable has a value of 0.572. This indicates that the derived factors can explain approximately 57.2% of the variance in the social status variable. Similarly, the religious variable has a value of 0.399, suggesting that the formed factors can account for about 39.9% of the variance in the religious variable. It follows that lower communalities indicate a weaker relationship with the included factors.

Table 9. Total Variance Explained

<table>
<thead>
<tr>
<th>Component</th>
<th>Total</th>
<th>Initial Eigenvalues</th>
<th>Extraction Sums of Squared Loadings</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>% of Variance</td>
<td>Cumulative %</td>
</tr>
<tr>
<td>1</td>
<td>3.024</td>
<td>30.242</td>
<td>30.242</td>
</tr>
<tr>
<td>2</td>
<td>2.024</td>
<td>20.235</td>
<td>50.478</td>
</tr>
<tr>
<td>3</td>
<td>1.143</td>
<td>11.425</td>
<td>61.903</td>
</tr>
<tr>
<td>4</td>
<td>1.061</td>
<td>10.612</td>
<td>72.516</td>
</tr>
<tr>
<td>5</td>
<td>.918</td>
<td>9.179</td>
<td>81.694</td>
</tr>
<tr>
<td>6</td>
<td>.849</td>
<td>8.485</td>
<td>90.180</td>
</tr>
<tr>
<td>7</td>
<td>.714</td>
<td>7.140</td>
<td>97.319</td>
</tr>
<tr>
<td>8</td>
<td>.126</td>
<td>1.264</td>
<td>98.583</td>
</tr>
<tr>
<td>9</td>
<td>.086</td>
<td>.860</td>
<td>99.443</td>
</tr>
<tr>
<td>10</td>
<td>.056</td>
<td>.557</td>
<td>100.000</td>
</tr>
</tbody>
</table>

Extraction Method: Principal Component Analysis.

The Total Variance Explained table above indicates that four factors are formed from the ten variables entered. Each factor has an eigenvalue greater than 1. Factor 1 has an eigenvalue of 3.024, explaining a variance of 30.242%. Factor 2 has an eigenvalue of 2.024, explaining a variance of 20.235%. Factor 3 has
an eigenvalue of 1.143, explaining a variance of 11.425%. Lastly, Factor 4 has an eigenvalue of 1.061, explaining a variance of 10.612%. The eigenvalues describe the relative importance of each factor in calculating the variance of the ten analyzed variables. If all the variables are summed up, the value is 10, which is equal to the number of variables.

Component 1: \( \frac{3,024}{10} \times 100\% = 30.24\% \)
Component 2: \( \frac{2,024}{10} \times 100\% = 20.24\% \)
Component 3: \( \frac{1,143}{10} \times 100\% = 11.43\% \)
Component 4: \( \frac{1,061}{10} \times 100\% = 10.61\% \)

The total variance when the ten variables are extracted into four factors is: \( 30.24\% + 20.24\% + 11.43\% + 10.61\% = 72.52\% \)

The newly formed factors account for 72.52% of the variance, while the remaining 27.48% is explained by other factors that were not studied. Additionally, the resulting scree plot illustrates the relationship between the factors and their eigenvalues. The scree plot can be seen as follows:

![Figure 2. Scree Plot](image)

The scree plot graphically illustrates the relationship between the number of factors formed and their eigenvalues. The factor extraction process concludes when the curve or line starts to level off. From the provided image, it is evident that the curve begins to flatten out after the formation of four components (eigenvalue > 1). This indicates that four components or factors are the optimal number of dominant factors to account for the analyzed issues.

Step III: Rotating the factors

Once the four factors have been formed, the next step is to allocate the ten variable items to the four factors based on their loading factors. The component
The rotated component matrix displays the loading factor values for each variable. The loading factor represents the magnitude of the correlation between the formed factors and these variables. Based on the table above, the following conclusions can be drawn:

1. Social status has the highest loading factor value with factor 4 (0.708), indicating that it is primarily associated with factor 4 compared to other factors.
2. Religion has the highest loading factor value with factor 4 (0.405), suggesting that it is predominantly linked to factor 4.
3. The product has the highest loading factor value with factor 2 (0.938), implying that it is primarily related to factor 2 compared to other factors.
4. The facility has the highest loading factor value with factor 1 (0.945), indicating that it is predominantly associated with factor 1 compared to other factors.
5. Satisfaction has the highest loading factor value with factor 3 (0.943), suggesting that it is primarily linked to factor 3 compared to other factors.
6. Perception has the highest loading factor value with factor 3 (0.386), indicating that it is predominantly associated with factor 3.
7. Promotion has the highest loading factor value with factor 2 (0.945), suggesting that it is primarily linked to factor 2 compared to other factors.
8. Location has the highest loading factor value with factor 1 (0.942), implying that it is predominantly associated with factor 1 compared to other factors.

9. Reputation has the highest loading factor value with factor 2 (0.178), indicating that it is primarily linked to factor 2 compared to other factors.

10. Knowledge has the highest loading factor value with factor 3 (0.938), suggesting that it is predominantly associated with factor 3.

Table 11. Component Transformation Matrix

<table>
<thead>
<tr>
<th>Component</th>
<th>Transformation Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.712</td>
</tr>
<tr>
<td>2</td>
<td>.690</td>
</tr>
<tr>
<td>3</td>
<td>-.096</td>
</tr>
<tr>
<td>4</td>
<td>.976</td>
</tr>
</tbody>
</table>

Extraction Method: Principal Component Analysis.
Rotation Method: Varimax with Kaiser Normalization.

The Component Transformation matrix table presented below illustrates the outcomes of the varimax rotation, showcasing the distribution of variables among the four formed factors.

Step IV: Naming the factors

Following the rotation of the metrics resulting in the formation of the four factors, they are assigned names based on the characteristics of the constituent variable items. There is no standardized or universally accepted naming convention for factors. Therefore, it is essential to provide appropriate justification for the chosen factor labels based on the attributes of the included variables. Upon assessing the characteristics of the variables comprising the four factors, the researcher assigned the following names to the factors, as depicted in the table below.

Table 12. Naming Factors

<table>
<thead>
<tr>
<th>No</th>
<th>Variables that make up the</th>
<th>Group of</th>
<th>Name of Factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Facility</td>
<td>Factor 1</td>
<td>Access Factor</td>
</tr>
<tr>
<td>2</td>
<td>Location</td>
<td>Factor 1</td>
<td>Access Factor</td>
</tr>
<tr>
<td>3</td>
<td>Product</td>
<td>Factor 2</td>
<td>Product Quality Factor</td>
</tr>
<tr>
<td>4</td>
<td>Promotion</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Reputation</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
No | Variables that make up the Group of | Name of Factors
---|---|---
6 | Satisfaction | Factor 3 | Psychological Factor
7 | Perception | | 
8 | Knowledge | | 
9 | Social status | Factor 4 | socio-cultural Factor
10 | Religious | | 

From the table of factor formation on research findings, it is shown in a simple picture as follows:

Figure 3. Preference Factors for Non-Muslim Customers

Figure 3 illustrates that at least four factors influence the preferences of non-Muslim customers in Muslim minority areas regarding Islamic banking services. The first factor is access, encompassing attributes such as location and facilities. The availability of accessible locations and convenient facilities plays a role in the decision-making process of non-Muslim customers when choosing Islamic banks (Viranti & Ginanjar, 2015). Communities residing in easily reachable areas are more inclined to opt for saving in Islamic banks (Ma’arif, 2016). The presence of a substantial number of ATM outlets, branch offices,
and well-equipped facilities significantly influences people's trust and confidence in selecting banking services (Noor & Sanrego, 2011; Larasati, 2017).

The second factor is product quality, consisting of attributes such as product features, promotions, and reputation. The findings of this study align with previous research conducted by Fathurrahman & Azizah, (2018) suggesting that superior products and effective promotions enhance customer preferences for Islamic banking services (Viranti & Ginanjar, 2015). Additionally, apart from product quality, customer psychology is considered a critical factor in shaping preferences (Howard & Sheth, 1969; Pels & Sheth, 2017).

According to the findings of this study, psychological factors encompass three attributes: satisfaction, perception, and knowledge. This discovery aligns with a study conducted by Rohmadi et al. (2016), which states that customer decisions regarding Islamic banking are influenced by their perceptions and knowledge (Saptasari & Aji, 2020). Furthermore, studies by Fathurrahman & Azizah (2018) and Abhimantra, Maulina, & Agustianingsih (2013) assert that knowledge plays a significant role in customers' banking decisions by influencing the satisfaction they seek (Tunggal, 2005).

The final factor is the socio-cultural aspect, including attributes related to social and religious status. This finding aligns with the notion put forth by Tunggal, (2005) that customer preferences are influenced by their social status. The higher the social status, the stronger the inclination towards a particular product or service (Tunggal, 2005). Moreover, religious attributes also play a crucial role in shaping the preferences of Islamic bank customers. This is supported by studies conducted by Ma’arif (2016), Fathurrahman & Azizah (2018) and Rohmadi et al. (2016), which suggest that faith is a decisive factor for the public when choosing secure Islamic banking services. It is widely acknowledged that Islamic banks incorporate religious values into their business practices, offering clarity, protection, and comfort during banking transactions (Antonio, 2001). This preference arises from a strong understanding of Islamic banking principles (Rassool, 2018; Mohamad & Che Majid, 2016), with customers believing that a bank guided by religious values will provide quality services and operate free from harmful elements.

The results of this comprehensive analysis clearly indicate that the preferences of non-Muslim customers in Islamic banks are influenced by access, product,
psychological, and socio-cultural factors. Therefore, the findings of this study can serve as a valuable model for increasing non-Muslim customers’ engagement with Islamic banking, particularly in Muslim minority areas. Consequently, it is crucial to pursue further actions based on the outcomes of this study to promote Islamic banking as a system that benefits not only the Muslim community but also wider society, ensuring Islamic banks fulfil their role as "rahmatan lil 'Alamin" (blessings for all creation).

CONCLUSIONS

The preferences of non-Muslim customers at Indonesian Islamic banks in Muslim minority areas are shaped by four factors. It is intriguing to observe that, in addition to access factors, product quality, and customer psychology, socio-cultural factors also play a significant role in influencing the preferences of non-Muslim customers in Indonesian Islamic banks. This finding is particularly noteworthy, as it indicates that Islamic banks, managed in accordance with Islamic principles, can garner interest and foster trust among non-Muslim customers.

These customers believe that every religion promotes goodness, including in the realm of sharia banking services, making them feel safer entrusting their finances to a sharia-compliant bank. Furthermore, their perception of Islamic banking services aligns with their current banking needs. Consequently, managers can gain valuable insights into customer preferences by identifying the factors that shape non-Muslim preferences in Islamic banks. By doing so, they can channel resources towards meeting the expectations of the community, thereby facilitating the continued growth of Islamic banking services, especially in areas with a Muslim minority population.

Exploring the non-Muslim customer preference factors in Islamic banks should be further investigated to promote the expansion of Islamic banking and its utilization by all segments of society, regardless of their social or religious background. This study has revealed that the preferences of non-Muslim customers at Indonesian Islamic banks are diverse and complex. Therefore, additional research is warranted to examine the impact of the identified variables on customer preferences using alternative analytical methods, such as linear regression analysis, discriminant analysis, or other appropriate analyses. Additionally, it would be relevant to expand the sample population to include
areas with non-Muslim majority populations, as this would enrich and enhance our understanding of non-Muslim customer preferences in Islamic banks.
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